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As AI is getting integrated with our daily lives, including handling large amounts of data, security is 
becoming number one priority. This project explores the creation of visual adversarial examples for AI 
agents that perform web navigation. By embedding semi-transparent or hidden text into webpage 
screenshots or visual elements, we investigate how such manipulations can influence agent behavior, search 
queries, or decision-making processes. In particular, we investigate UI drift - a phenomenon where subtle 
shifts in the visual interface or misleading contextual cues cause the agent to deviate from its intended task, 
revealing vulnerabilities in multimodal AI systems.

The multiagent AI system is built using the AutoGen framework and relies on GPT-4 as the core language 
model. It consists of three interdependent components (Figure 1)

● LLM Assistant: Interprets page content, screenshots, and text extracted by OCR (Optical Character 
Recognition). It provides strategic guidance on what actions to take and what content to prioritize during 
the task.

● Multimodal WebSurfer: A browser-integrated agent that visually interacts with the web. It captures 
screenshots, extracts on-page text, follows links, clicks buttons, and navigates pages.

● RoundRobin GroupChat: Serves as the interaction controller. It manages dialogue turns, enforces fair 
participation between agents, and handles termination logic for completed or failed tasks.

This collaborative loop is vulnerable to interface-level deception.

METHODOLOGY
Literature Review
We surveyed recent work on web-based AI agents, clickjacking in traditional web security, and multimodal 
adversarial examples. This helped contextualize how deceptive UI changes (e.g. shifting buttons, transparent 
overlays) might mislead AI agents, especially those interacting with the web in the wild.

Threat Modeling
We modeled scenarios where attackers could introduce UI drift, where the web interface changes between 
the agent’s observation and action. This includes altering element visibility, repositioning buttons, or 
injecting misleading cues to mislead the agent and trigger unintended behavior.

Testbed Construction
 We built a controlled website that:

● Displays clickable buttons that moves around when one tries to click on it.
● Layers invisible buttons over legitimate ones.
● Includes pop-up modals.

This allowed us to simulate clickjacking and visual misdirection attacks in a measurable way without 
ethical concerns.

Testing Setup

● The WebSurfer agent browses our crafted pages and follows instructions.
● The LLM Assistant interprets screenshots and extracted content to guide clicks and navigation.
● We monitor if the WebSurfer clicks decoy or displaced elements due to visual misinformation through 

the log output in a txt file as well as a folder with screenshots of the actions/search results.

Figure 1: Agent Cycle

2. Moving button: 
● Goal: Hinder the process of clicking the “click here button”.
● Method: The “click here” button moves when we hover over it and if we can successfully click on it, it 

displays a message as shown in Figure 5. We prompted it to click on the “click here” button and get the 
successful message.

● Result: The assistant agent isn’t able to successfully click on it, and it hallucinates (Figure 6).

1. Clickjacking: 
● Goal: Mislead the agent into going to a different page through a hidden button. 
● Method: We added a hidden button under the about button, which is not visible to humans, but the agent 

sees it because it parses DOM (Document Object Model) elements. We prompted it to visit the about section.

● Result: When the agent tries to click on the about button, it triggers the hidden button and gets redirected to 
the misleading page. It gets stuck in a loop of getting redirected (Figure 3) and sometimes hallucinates 
content on the about page. 

3. Image/ text mismatch:
● Goal: Mislead the agent into gathering conflicting information about the book.
● Method: In this test, misleading or unrelated text was embedded within the image. We prompted it to get 

information about the book both from the image and the text. 

Figure 3: snapshot of agent activity stuck in an infinite loop

Figure 4: screenshots of moving button taken by multimodal websurfer Figure 5: successful click on “click here” button

Figure 7: screenshot of a book review post with a fake book cover 

Figure 6: snapshot of agent activity showing the hallucinated content

CONCLUSION

● In RoundRobin GroupChat, the order of the agents matter. With multimodal websurfer first in line and 
then the LLM Assistant, the parsing of web-page is more thorough and overall the output given is more 
verbose.

● If both image and text are provided, the agents prioritize plain text over the text embedded in the image. 
This suggests that simple image-text mismatches, without stronger contextual cues, are insufficient to 
manipulate model outputs.

● For moving UI elements, even if the index of the bounding box stays the same, it is hard for the agents to 
successfully click on it because of rapid repositioning of the element. 

● One of the main trends was hallucination. We found that for a given prompt, if the immediate result is 
absent, or the agent is unable to find a concrete answer, it often times hallucinates or makes up the output. 

● For attacks like clickjacking, every time the agent gets redirected to a misleading page, that information is 
parsed. However, the agent often becomes trapped in a loop, persistently trying to satisfy the original 
query despite being derailed. This behavior suggests that the agent lacks a robust mechanism for detecting 
malicious redirects or terminating loops.
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● Our goal is to develop a more concrete and systematic understanding of the entire ecosystem. This will 
involve introducing context-aware attack vectors and running targeted simulations to evaluate agent 
responses under varied conditions.

● Additionally, we aim to expand the attack surface by exploring other multimodal inputs such as audio, 
video, and interactive content, to assess how agents interpret and prioritize information across different 
sensory modalities.

● Ultimately, the aim is to not only understand failure modes, but also to inform the design of more robust 
and transparent AI agents capable of detecting and mitigating adversarial input across modalities.

Our experiments reveal that AI web agents can be disrupted by relatively simple visual or interaction-based 
attacks. The three key-learnings are:

1. Visual Manipulations Are Effective: Even basic UI perturbations like hidden elements or shifting 
overlays can mislead agents, showing that visual channels remain a soft spot in AI robustness.

2. Multimodal Confusion Leads to Hallucination: When agents receive conflicting input across text and 
image modalities, they often default to hallucinating or fabricating information instead of deferring.

3. Agents Lack Source Awareness: Without mechanisms to verify the authenticity or origin of content, 
agents are vulnerable to misinformation loops, especially in tasks requiring external navigation or 
open-ended search.

Figure 8: output of the assistant agent for the book information

● Result: While the OCR system correctly described the image when asked for separately, it had no 
measurable effect on the assistant's reasoning or behavior and it gathered the title and author information 
from the plaintext (Figure 8).  

Figure 2: login page with a hidden button


